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Abstract

Maize is a vital staple food in Uganda, eaten in various forms. However, it is often attacked by different
pests and diseases that require immediate attention when detected to minimize agricultural losses.
Recently, deep learning has proven to be very efficient, especially in computer vision. However, the
basic model frameworks cannot efficiently capture complex image patterns. This study leverages
YOLOVS (You Only Look Once, Version 8), an advanced deep-learning model, to detect and classify
maize leaf diseases using spectral maize leaf data from Uganda. The dataset comprises 37,217 maize
leaf images with healthy samples and four disease classes, including Fall Army Worm (FAW), Maize
Leaf Blight (MLB), Maize Lethal Necrosis (MLN), and Maize Streak Virus (MSV). Data augmentation
techniques were adopted to enhance the model’s robustness, including random cropping, flipping,
adjustments, RGB shifts, and color jittering. Thanks to these augmentation techniques, the model’s
accuracy improved from 94% to 99.7%; this underscores the effectiveness of data augmentation in
boosting the model’s generalization ability and robustness. The model’s high accuracy highlights its
potential to significantly assist in early disease detection, ultimately increasing agricultural output.

Keywords: Artificial Intelligence(Al), Agriculture, Deep learning, YOLOVS, data augmentation, maize
leaf discases

1. Introduction
In Uganda, maize is a fundamental part of agriculture that supports both food security and the economy
growth. Its significance extends beyond the fields, providing sustenance for communities and helping

to generate income, thereby strengthening the country and fostering its prosperity. (Mugisha et al., 2011)
(Mahuku et al., 2015).

Overall maize production is relatively low, and faces further setbacks due to various diseases that
negatively affect crop growth and yield, these diseases include: 1. Fall Army Worm (FAW): (Hailu et

al., 2018) is an insect, scientists call it Spodoptera frugiperda. This invasive species poses a significant
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threat to crops, particularly in Africa. Discovered in 2016, since its discovery, it has rapidly spread

across many african countries, causing concern among farmers and agricultural experts. (Otim et al.,
2021) Adult moths fly far, lay eggs, and eat crops. They like maize and sorghum. The larvae feed on
leaves by chewing small holes in them, which creates a pattern often referred to as the” windowing”
effect. This occurs because they eat the softer tissue between the veins, leaving the tougher parts intact.
Additionally, the larvae also target the reproductive parts of plants, which can impact the plant’s ability
to produce seeds and flowers. They eat tassels (Sharon et al., 2020) cobs, and this practice leads to a
decrease in the quantity of food produced by farmers. 2. Maize Leaf Blight (MLB)is a group of diseases
(Adipala et al., 1993) cause by fungus Setosphaeria turcica that infect leaves, Northern corn leaf blight
is one type of MLB. This fungus lives on old crops, spreads to new crops in water, (Kagoda et al., 2016)
and symptoms show on leaves. The fungus grows well in warm weather, likes water. Southern corn leaf
blight is another type of MLB caused by fungus Cochliobolus carbonum. It is not a big problem for
farmers, however Eye spot disease and maize rust are MLBs. Mudde et al. (2018).

Maize Lethal Necrosis (MLN) is a disease that kills maize plants. This disease is caused by viruses, such
as maize chlorotic mottle virus (MCMYV). (Mahuku et al., 2015) It infects maize with other viruses, these
viruses are in the Potyviridae family. While MCMYV infection alone typically does not result in severe
disease, the presence of a co-infection with another pathogen can dramatically worsen the plant’s
condition. This dual infection or co-infection, often leads to intensified symptoms, including substantial
leaf die-off, inhibited or stunted growth, and ultimately plant mortality.

(E Isabirye and Rwomushana, 2016) The combined stress of both infections overwhelms the plant’s
defenses, disrupting normal growth processes and significantly reducing its chances of survival.
Scientists first discover MLN in the United State of America(USA). (Fatma et al., 2016) Insects,
particularly corn thrips (Frankliniella williamsi), play a major role in spreading Maize Chlorotic Mottle
Virus (MCMV), which has become a significant challenge for farmers in low-income regions across
Africa and Asia. These insects are highly effective at transmitting the virus, making it difficult to control
the spread of the disease and affecting crop yields, especially for communities that depend on maize as
a primary source of sustenance. 4. Maize Streak Virus (MSV) is a virus that leads to a disease known as
maize streak disease. (Owor et al., 2007) (Emeraghi et al., 2021) This disease is characterized by the
appearance of spots on the leaves of maize plants, which can stunt their growth and overall health.

The primary way this virus spreads is through leathoppers, specifically a species called Cicadulina
mbila, which acts as the main vector for transmitting the virus from one plant to another. (Gibson et al.,
2005) The virus infects maize in Africa. (E Isabirye and Rwomushana, 2016) Therefore, early detection
of these diseases is important to structured management-control. Despite the fact that we have developed
some excellent tools to monitor plant health, many of them require time and expertise to use. (Mahuku
et al., 2015) Farmers look forward to the use of automated, efficient, and accurate methods for
categorizing maize leaf diseases that assist them in better informed decision making. This study based
on YOLOvV8(You Only Look Once, Version 8) (Li et al., 2024) (Wen et al., 2023) to create a maize leaf
detector incorporating Artificial Intelligence (Al) capability to distinguish between healthy and diseased
leaf by highlighting the disease infected zone in case of diseased leaves.
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The innovation of this study is not in the use of YOLOVS alone, but how it contextualized its application

and designed methodology for Ugandan agriculture. Unlike previous works which used relatively small
or publicly available datasets, we created and employed a large-scale maize dataset of more than 37
thousand images captured under varied Ugandan field conditions. This variety and scale strengthens the
robustness of our results and make them more reliable, also serving as a big benchmark dataset for other
researchers in the future. We conducted the comprehensive analysis of YOLOvS8 with competing state-
of-the-art baselines (CNN, ResNet50, VGG19 and ImageNet pre-trained models) in comparative studies
while many other works merely demonstrate their results alone. We make a direct connection to the
urgent matter of agricultural food security in Uganda by showing how early accurate detection has
potential to reduce yield loss and empower smallholder farmers. Finally, we explicitly consider how the
model might be implemented in farm settings using a mobile or low-cost device in real-time as a new
approach to linking theoretical research and practical application. All these components together make
this work original apart from just using YOLOVS.

2. Literature Review

Deep learning has been used in many studies on plant disease detection (Li et al., 2024) (Wen et al.,
2023). The integration of CNNs has become a staple in the industry because of their capability to extract
spatial information from images. (Mduma and Laizer, 2023) But in terms of real-time object detection,
models like YOLO (You Only Look Once) have excelled. According to this thesis (Alehegn, 2020) from
Bahir Dar University in Ethiopia, that investigates the application of imaging and machine learning
methods to identify and categorize diseases found on maize leaves. The thesis centers on three prevalent
illnesses: Gray Leaf Spot, Common Maize Leaf Rust, and Maize Turcicum Leaf Blight. The writer
gathered 800 pictures of unhealthy and healthy corn leaves and used three machine learning techniques
—Kramer and Kramer (2013) KNearest Neighbor (KNN), (Zhang and Zhang, 2018) Artificial Neural
Network (ANN), and (Hearst et al., 1998) (Pisner and Schnyer, 2020) Support Vector Machine (SVM)
to create a detection system. Utilizing texture, color, and morphology features, the SVM algorithm
achieved an accuracy rate exceeding 95%, the highest among the methods evaluated.

The thesis suggests that the created model provides a hopeful answer to improve the identification and
early management of maize leaf diseases in Ethiopia. And another thesis (Maina, 2016) which was
presented to Strathmore University in the year 2016 by Christine Njeri Maina. Describes a vision-
centered approach for detecting maize leaf diseases in Nyeri County, Kenya, using artificial intelligence.
The study focuses on the difficulties farmers encounter when trying to recognize maize diseases,
specifically due to the need for visual inspection and the lack of extension workers. The thesis focuses
on creating and testing a mobile app that utilizes image processing to detect diseases in maize leaves by
analyzing color features and categorizing them with a neural network algorithm. And according to this
research (Wen et al., 2023) from Xiaojie Wen that investigates the impact of different training methods
and initial learning speeds on the ability of lightweight CNNs to identify diseases in wheat leaves. The
study focuses on five specific lightweight CNN models: (Qian et al., 2021) MobileNetV3, (Ma et al.,
2018) ShuffleNetV2, (Paoletti et al., 2021) GhostNet, (Wen et al., 2024) MnasNet, and (Devi et al.,
2023) EfficientNetV2. The performance of these models was thoroughly examined by the researchers,
who tested them with various initial learning rates and six different training strategies.
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Their findings highlight the importance of carefully selecting hyper parameters to achieve optimal model
performance, ultimately identifying (Wen et al., 2024) MnasNet as the superior model for identifying
wheat leaf diseases due to its high accuracy and small size. Therefore, our research work aiming to
classify maize leaf images as either healthy or infected with the help of modern cutting-edge deep
learning based classification techniques. We learn to detect and classify four maize leave diseases
including Fall Army Worm (FAW), Maize Leaf Blight (MLB), Maize Lethal Necrosis (MLN), and
Maize Streak Virus (MSV).

2.1 Proposed System

The YOLOvV8 model is a new version of the classic YOLO series(Li et al., 2024)(Wen et al., 2023), that
aims at better architecture to perform faster and accurate object detection.(Sohan et al., 2024) It is one
of the novelty of this paper where egcocitobots are first time used for detection of agricultural diseases
by involving its unique integrated Ugandan dataset, benchmark comparison against multiple deep
learning architectures and situating results within the context of agricultural food security. These
contributions set our work apart from previous studies on crop diseases using YOLO techniques, which
were limited on scale, regional context and comparative rigor. YOLOVS is a deep learning model,
designed for real-time object detection, builds on top of previous YOLO models. Object detection finds
objects in images; it then classifies them. YOLOvVS can be trained on custom datasets, which require
thorough preparation, it involves selecting and labelling the objects in your training image sets. This
allows you to create a custom model, that will be more accurate for a specific task. YOLOvVS has three
main parts: a backbone, neck and head. The backbone extracts feature from images. It uses
CSPDarknet53 as its backbone. It is the foundation of YOLOv8 model, CSPDarknet53 uses cross-stage
partial connections to improve information flow between layers. The backbone can be described as a
series of convolutional layers that pull pixels down to different resolutions. The neck (also known as the
feature extractor) merges feature maps from different stages of the backbone, using a C2f module, (Ding
et al., 2024) that combines high-level semantic features with low-level spatial information to make
predictions about the objects. YOLOvVS8 has an anchor-free head, that predicts bounding boxes directly
at the centre of objects. It has many new features, one of which is anchor-free detection. This means
that, it does not use pre-defined boxes used in older models, and it is more robust and adaptable than
older models. It uses a decoupled head approach; this approach is more efficient with new training tricks.
One trick is stopping mosaic augmentation before the end of training. Stopping this prevents the model
from overfitting, and improves accuracy. Traditional CNN models often use sliding windows for object
detection. YOLOVS treats object detection as a single regression problem. This makes it faster and
reliable for several real-time object detection and classification tasks. It uses a grid-based approach to
divide the input image into a grid of pixels, and then predicts bounding boxes and class probabilities for
each grid cell. (Hussain et al., 2019) Traditional CNN models may not predict bounding boxes.

3. Dataset

The dataset contains images of maize leaves divided into five groups: Healthy, FAW, MLB, MLN, and
MSYV (O’Halloran et al., 2024). These images were gathered from different areas in Uganda to represent
a variety of disease manifestations.
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Figure 4: MLN - Images show leaves affected by Maize Lethal Necrosis
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3.1 Data Preprocessing

The pictures were adjusted to 640x640 pixels, to fit YOLOVS input size (Shorten and Khoshgoftaar,
2019) (Mikol ajczyk and Grochowski, 2018). Various data augmentation methods, like rotation, flipping
and scaling were used to expand the dataset and add diversity. (Perez and Wang, 2017)

For each image I € images path

Read image I

Forx=1to2:

I' «— RandomCrop (I, width = 640, height = 640, p = 1)

I' « Horizontal Flip (I, p = 0.4)

I« RandomGamma (I, p = 0.2)

I« RGBShift (I, p=0.2)

I' « VerticalFlip (I, p = 0.2)

I' — Color Jitter (I', contrast = 0, saturation = 0.1, hue = 0.015, brightness = 0.4) Save I'as image name
X .Jpg

4. Model Architecture

The YOLOvV8 model is made up of layers of convolutions along, with fully connected layers. (Tyagi et
al.) It employs a network to forecast both bounding boxes and class probabilities at the same time.
(Sohan et al., 2024) The detailed design of the architecture is depicted in Figure 6 below.
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Figure 6: YOLOVS8-large Model Architecture

YOLOv8-large Model Architecture used for this research project is made up of backbone, neck, and
head which are crucial for object detection and classification. The backbone processes information from
the input image. It is made up of convolutional layers that decrease the size of the spatial dimensions
while increasing the thickness of the feature maps. The spine frequently employs architectures such as
CSPNet or ResNet to extract features effectively. This method enables the model to capture significant
visual data across various scales. The neck links the spine to the head. It combines feature maps from
various layers, enabling the model to utilize both detailed and general features. This stage is essential to
enhance the precision of detection, particularly for objects of different sizes. The neck usually utilizes
systems such as Feature Pyramid Networks (FPN) or PANet to help in this merging procedure.
Predictions are created by the head using information processed by the backbone and neck. It generates
boxes that bound objects, scores for the object’s class, and scores for the object’s presence. The leader
has the ability to utilize different loss functions in order to improve detection performance. This phase
transforms the acquired characteristics into practical results that can be applied to activities such as
categorization and pinpointing. All components of the YOLOvS model collaborate to improve the
efficiency and accuracy of object detection. Comprehending these elements can assist in fine-tuning and
customizing the model for particular use.

4.1 Training
This model was trained using supervised learning approach. The loss was the sum of localization,
confidence and classification losses as written below:

L= Lloc + Lconf+ Lcls (1)
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where Ly, 1s the localization loss, Lconsis the confidence loss, and L is the classification loss. (Zhang,

2018) Adam optimizer was employed with a learning rate of 0.01. Trainings were made for 100 epochs,
one epoch represented by a single pass of all dataset through it at once.

Table 1: Images used for Training the YOLOVS§-large model

Class Collected After Data
Images Augmentation
Healthy 9,132 10,000
FAW 935 10,000
MLB 3,605 10,000
MLN 2,786 10,000
MSV 9,515 10,000
Table 2: Images used for Validating the YOLOV8-large model
Class Collected After Data
Images Augmentation
Healthy 2,609 5,000
FAW 267 5,000
MLB 1,055 5,000
MLN 796 5,000
MSV 2,718 5,000

Table 3: Images used for Testing the YOLOVS§-large model

Class Collected
Images

All 3,729

4.2  Evaluation

The model’s performance was evaluated using precision, recall, F1-score, and mean Average Precision
(mAP). (Heydarian et al., 2022) (Caelen, 2017) A confusion matrix was also generated to visualize the
classification results. The AP provides a measure of quality across all recall levels for single class
classification, it can be seen as the area under the precision-recall curve. Then the mAP is the mean of
APs in multi-class classification. Precision represents the ratio of correctly classified positive examples
to the total classified positive examples, assessing the model’s accuracy. Meanwhile, Recall measures
the number of correctly identified positive examples out of all actual positive examples, gauging the
model’s effectiveness in capturing all positives within the dataset. (Cabral et al., 2011) F1 score
computes the average of precision and recall, where the relative contribution of both of these metrics
are equal to F1 score.The best value of F1 score is 1 and the worst is 0. What does this mean? This
means a perfect model will have a F1 score of 1 — all of the predictions were correct.

mAP = )

1 N
Ng P+FP
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Precision = L 3)
TP+ FP
Recall = L (4)
TP+ FN
F1 score =2(precision X Recall)/ (Precision + Recall) (5)

Where: N is the number of detection sample categories; TP is the number of real positive samples (the
number of positive samples detected as positive samples), which is measured by the number of detection
frames with IoU is greater than 0.5, that is, the number of correct detections; FP is the number of false
positive samples (the number of negative samples that are detected as positive samples), which is
measured by the detection box of IoU less or equal to 0.5, that is, the number of detection errors; FN is
the number of false negative samples (the number of positive samples that are detected as negative
samples).

4.3 Model Performance

The YOLOvVS model achieved a F1 score and mAP of 99.7% after data augmentation, demonstrating
high accuracy in classifying maize leaf diseases, however, we trained multiple deep learning models and
evaluated their performance.

The precision, recall, F1-score, and mean absolute precision(mAP) for each model are detailed in Table
4 and 5. YOLOVS achieved better precision, recall, F1-score and mean Average Precision (mAP) than
CNN, VGG19, ResNet50 and ImageNet. This improvement in performance is mainly attributed to the
architectural advances of YOLOVS, for instance CSPDarknet53 backbone, C2f neck for fusing multi-
scale features and anchor-free detection head. In contrast, traditional CNNs only had weak
generalisations, particularly when dealing with complex background noise as commonly appears in
agricultural images. VGG19 and ResNet50 did comparably well but with the drawback of higher
computational resources requirement and slower inference speed thus less ideal for real-time agricultural
applications.

A key observation is that, even though ImageNet and VGG19 have got relatively high recalls but their
low precisions resulted in a large number of false positive- not suitable to farmers who demand accurate
detection. While the developed YOLOVS in comparison reported near-perfect precision (0.999 after
augmentation), reducing incorrect classifications for trusted decision support during field application. A
practical consequence of this is that farmers can trust YOLOV8’s predictions with no expert validation,
saving time to intervention.

Table 4: Collected Data

Model Precision Recall | Fi- | mAP

score
YOLOvVS 0.93 0.97 0.94 @ 0.95
CNN 0.88 0.796 | 0.835 0.87
VGG19 0.915 0.90 0.907 | 0.90

ResNet50 0.902 0.88 0.89 | 0.89
ImageNet 0.897 0.88 | 0.888 0.90
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Table 5: After Data Augmentation

Model Precision Recall  Fi- @ mAP
score

YOLOvVS 0.999 0.995 | 0.997 | 0.997

CNN 0.904 0.896 | 0.90 | 0.90

VGG19 0.97 0.951 0.96 0.97

ResNet50 0.941 0.90 0.92 | 0.92

ImageNet 0.91 0.96 0.93 | 0.914

4.4 Confusion Matrix

Vol.1 Issue 1

The confusion matrix indicates the number of correct and incorrect classifications for each class
predicted by yolov8 model.

Table 6: Collected Images (F1 Score: 94%)

Healthy | FAW | MLB MLN  MSV
Healthy | 9000 100 20 10 2
FAW 20 900 5 5 5
MLB 30 10 | 3650 0] 5
MLN 5 5 0 2770 6
MSV 40 5 5 5 | 9480

Table 7: After Data Augmentation (F1

Score: 99.7%)

Healthy | FAW | MLB MLN MSV
Healthy 9980 5 5 5 5
FAW 5 9995 0 0 0
MLB 0 o 0995 0 5
MLN 5 0 0 9990 5
MSV 10 (o} (¢} 0 9990

4.5 Graphical Representation

The figure 7 shows the yolov8 model’s validation accuracy trends over the training epochs, indicating
convergence and stability.

IUBEST ISSN (2959-586X) and ISBN (978-9970-9943-4-2)

95



International Journal of Business, Engineering, Science & Technology (IJBEST) Vol.1 Issue 1

1 x
099 | /

a9 | | )
Q97 / |
096 |/ )
095 / )
094 L
093
092

Accuracy

—kAccuracy

»

091

2 4 6 8 100
Figure 7: Validation Accuracy vs Epochs

5. Analysis

The YOLOvVS model performed superbly in detecting diseases. The results point out that it is capable of
dealing with the fluctuation and convolutions of the disease symptoms in maize leaves. This study
discusses how we apply modern technological classification techniques by the YOLOv8 model to
classify maize leaf images as either healthy or diseased. This study, in fact, plays a vital role in the
following areas:

Addressing a Critical Need in Ugandan Agriculture

1. Food Security: Maize, being the key food crop in Uganda is both important in providing food
and maintaining the country’s economy. Diseases like Fall Army Worm(FAW)(Hailu et al., 2018),
Maize Leaf Blight (MLB)(Kagoda et al., 2016), Maize Lethal Necrosis (MLN)(Mahuku et al.,

2015)(E Isabirye and Rwomushana, 2016) and (Emeraghi et al., 2021) Maize Streak Virus (MSV)
seriously damage maize crops. Early and correct detection of these diseases can stop huge loss in crops
and consequently ensuring food availability and stability in the country.

2. Economic Impact: The reduction of the disease outbreaks could help farmer shave a surplus of
suppliers along with the production of highquality agricultural products. This is a win-win situation;
hence, it will result in the farmers’ increased income and, subsequently, improvement in their livelihood.
This has a positive effect on the local economy, which is the primary source of employment and revenue
in Uganda.
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Technological Advancements in Disease Detection

1. Cutting-Edge Technology: the implementation of YOLOvV8 model real time object detection and
classification, is a major boost to agricultural technology. The model has capabilities like classifying
and isolating disease infested areas on maize leaves, hence, has become more than powerful for the
farmers and agricultural professionals.

2. Data-Driven Decision Making: the application of modern deep learning techniques ensures that
specific and reliable detection and classification of disease takes place. This will help farmers to be
in charge of their farms by making informed decisions about the management of disease and
intervention strategies, hence improving health and productivity of crops.

Practical Applications and Broader Implications

1. Scalability and Adaptability: the methodologies and findings from this research can be adapted
in order to solve crops problem, in other geographical regions. This makes it highly valuable, as similar
techniques can be implemented to take measures about agricultural challenges worldwide.

2. Integration with E-Health Solutions: This model has potential to be integrated into e-health
solutions and can offer farmers a tool for fast, real-time disease diagnostics. The possibility of wide
spread technology revolution is achieved by the fact that opens up advanced technology to low income
farmers who previously could not access such gadgets.

3. Promoting Sustainable Agriculture: Quick detection and accurate classification of diseases lead
to specific interventions, thus, there is no need for general application of pesticides. This results in the
application of more sustainable practices in farming by minimizing the environmental impact and
improving safety of agricultural products.

5.1 Implications

The model can be an irreplaceable tool to farmers in Uganda. By enabling early detection and control
of diseases by means of structured prototype the model provides a unique service that is undoubtedly
superior to the current approach, and therefore, it may help farmers to achieve more stable and higher
yields and food security.

6  Conclusion

This study successfully demonstrated the efficacy of advanced deep learning techniques, specifically
the YOLOvV8 model, for early detection and classification of maize leaf diseases in Uganda. By utilizing
a robust dataset of 37,217 maize leaf images and implementing various data augmentation techniques,
the model achieved an impressive accuracy of 99.7%. This significant enhancement underscores the
model’s potential to provide timely and accurate disease identification, which is crucial for mitigating
agricultural losses and improving maize production. The findings highlight the importance of leveraging
artificial intelligence in agriculture to support farmers in making informed decisions and optimizing crop
health management.
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6.1  Future Work

Future research should focus on expanding the dataset to include more diverse images from different
regions and conditions to enhance the model’s generalization capabilities; the experiments would be
even more robust in application of the model to real farm conditions with variations in lighting,
background clutter, leaf overlaps and dust is therefore yet to be extensively tested. Additionally,
exploring the integration of other machine learning algorithms and hybrid models could provide
comparative insights and further improve detection accuracy. Real-time application of the model via
mobile or web-based platforms could also be investigated, enabling farmers to access disease detection
tools easily. Furthermore, ongoing studies on the impact of detected diseases on yield loss and
developing decision-support systems based on model predictions will be critical in translating these
technological advancements into practical agricultural solutions.

7 Appendix
Table 8: Mathematical Notations

Notation Definition
L Total loss
Lioc Localization loss
Lconf Confidence loss
Lals Classification loss
A Regularization
parameter
> Summation of all
classes

7.1 Problem Solved

Maize is a staple food crop in many parts of the world, especially in Africa. The primary objective was
to create a machine learning model to classify maize leaves as healthy or diseased (FAW, MLB, MLN,
or MSV). This model assists farmers and agricultural experts in early disease detection, enabling timely
intervention and treatment. The project addresses the need for an automated, reliable, and accessible
solution for identifying maize leaf diseases, benefiting Ugandan farmers.

7.2. Framework Used in This Study

Several machine learning frameworks were explored, including CNN and VGG19, with YOLOv8
chosen as the best-performing model due to its superior accuracy and efficiency. The project involved
key steps, as follows:

73. Challenges Faced and Solutions

The project encountered several challenges: Time and Resource Constraints: Training deep learning
models with large datasets required significant computational resources. High-performance computing
resources were utilized to mitigate these constraints. Model Selection and Fine-Tuning: Selecting and
tuning the optimal model was complex. However, Systematic experimentation with frameworks and
hyper parameters led to selecting YOLOVS as the best-performing model. Data Augmentation: Ensuring
the augmented dataset remained representative without introducing noise. Therefore, Careful application
of augmentation techniques preserved the dataset’s integrity.
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7.4. Outcomes and Achievements

This research work achieved an accuracy of 99.7%, up from an initial 94%. Data augmentation
contributed to this improvement, enhancing model robustness and performance.

. Accuracy Improvement: The final model accuracy improved from 94% to 99.7%.

. Dataset Expansion: The dataset expanded from 26,043 to 50,000 images, increasing model
training data and performance.

7.5 Resources Used

This study leveraged various resources:

. Programming Language: Python
. Frameworks and Libraries: YOLOvVS, CNN, VGG19, Augmentations (for data augmentation)
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